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**ABSTRACT**

Artificial Intelligence (AI), the science and engineering of creating intelligent computer programs that can think rationally and without human interaction. This field has rapidly expanded within the last five years, causing massive changes within all industries, from Medicinal, civil, finance, to even government agencies that currently leverage AI to minimize long and arduous tasks to simple calculations.  These AI models can think on a much faster level than the human mind can process and can make assumptions from existing data and even predict what may occur in the future. Because of these capabilities, AI is one of the most invested skills within the field of medicine. With the ability to classify certain images based on different stages of cancer, a doctor may be able to pick out early signs that can save a patient’s life. With the ability to predict the reaction between chemical combinations and the human body, AI can assist pharmaceuticals in non-destructive drug discovery. The potential of AI, specifically in cancer research, cannot be ignored any longer.

**PROJECT SYNOPSIS**

The capstone project is based on the ImageNet challenge in conjunction with the desire to develop a machine learning model that can accurately diagnose tumors as either malignant or benign based on an image and some patient information. The VGG-16 algorithm (explained later) was modified to include patient metadata as input parameters and used to train the machine learning models that are used to then make predictions. The goal of the project is to develop model that performs with an accuracy of at least 90% and assists radiologists in diagnosing tumors based on images. The machine learning model’s best performance has been 71%, this may be attributed to the lack of data, which does not allow the model to appropriately classify as a tumor either as benign or malignant. Alternatively, the machine learning model may have better performance if allowed to focus on the area of interest. Given more time the model may improve in terms of performance with better fine-tuning.
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Project Overview and Project Objectives

**State the Problem and Background**

Cancer has existed since the ancient Egyptians (Husaini et al., 2020). As technology advanced over the eras, so did our knowledge of the potential cancer have as a disease. Multiple ways of identifying cancer have been utilized over time. These modalities are called Mammogram, Ultrasound, CT scan, and Thermography (Devita et al., 2016). These imaging modalities can be supplemented with machine learning algorithms to detect early signs of cancer (Cardoso et al., 2020), and the correct form of treatment (Hadjiyski, 2020). Multiple cancer treatments have been developed through drug discovery and gene sequencing. Machine learning can supplement cancer treatments through non-destructive drug discovery, which will save resources and materials used to develop the medicine up to the clinical trial stage. Through AI-powered gene sequencing, cancer treatment can be customized on a patient level to provide efficient treatment while avoiding other more harmful treatments (Kulkarni et al., 2019). AI-powered gene sequencing can go as far as working on a genetic level to suppress certain genome sequences that can cause cancer to develop in the patient (Iyer et al., 2019).

**Christian Worldview**

Cancer is the second cause of death in the United States. This is a painful experience both for the patient and the family that can be traumatizing for those who are misdiagnosed and for those who do not require special treatment as the tumors are not malignant but rather benign. As a Christian, I am meant to associate and empathize with the pain of my fellow man or woman. To attempt to help them in any way that I can is something that God has called us to do. As someone who had a family member to die from breast cancer, I find that largest factor to cause this family members death was not due to the doctors, but rather the limitations that they have from having to handle multiple people suffering from different ailments and proper customized treatment. I can’t bring back my family member back to life, but I can help others from suffering the same thing that my family did.

**Project Objectives**

* Gather data set of DICOM files with images that are labeled as either benign or malignant (these images will contain tumors).
  + The DICOM file will contain textual, numerical, and categorical data within the header file and image data.
* Develop a base model to use as a baseline for comparison.
* Develop model class with potential to extract features from DICOM files.
  + Learn ideal features to extract from DICOM file.
* Train model based on gathered data and use some of the gather data as a test set.

**Challenges**

Data Gathering will be the biggest challenge. Although there are multiple medical image data sets, majority of the data sets are not reliable enough to surpass current misdiagnosis rate (95%). There is also the case that the images are using different modalities (i.e., X-ray, MRI, Ultrasound, etc.).

**Benefits and Opportunities**

This project may be utilized to start a biomedical software company or to use as project for hire in a medical institution.

Project Scope

Develop a machine learning model that can classify patients on whether a tumor is malignant or benign using DICOM file data with the same accuracy as the annual misdiagnosis rate.

In Scope Features:

* Model with ability to classify based on medical image data AND patient metadata.
* Able to receive raw image, and patient metadata to classify the patient.

Out of Scope Features:

* Highlights regions of interest.
* Generates details regarding the image.

**Table <Insert #>. Stakeholders**

|  |  |  |
| --- | --- | --- |
| Stakeholder Name | Role(s) | Responsibilities |
| Self | Data Scientist | Gathering data; developing model; training model; test model; interpret results |
| Operator | Data Analyst | Developing the model; Training and testing the model |
| User | Radiologist | Interpreting the results |
| Maintainer | Data Engineer | Gathering the data |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Work Breakdown Structure | | | | | | | | | | |
| ID | Task | Dependencies | Status | Effort Hours | Cost | Start Date | Planned Completion | Estimate to Completion | Actual Completion | Resource |
| 1 | Collect Data | Data availability | Finished | 40 | Free |  | Fully Labeled Data Set | 7 Days | 9 days | Kaggle; UCI Machine Learning Repository; GitHub |
| 2 | Process Data | Data Availability | Finished | 20 | Free |  | Fully Filtered Data Set | 3 Days | 5 Days | Data Collected |
| 3 | Research Machine Learning Models | Journals with model designs | Finished | 40 | Free |  |  | 7 Days | 3 Days | Journal Articles |
| 4 | Design Model | Libraries available;  Programming languages;  Data type;  Research articles | Finished | 100 | Free |  | Completed Model Design | 15 Days | 5 Days | TensorFlow;  Python;  NIH; |
| 5 | Training & optimize hyperparameters | Libraries available;  Research Articles; Model Design | In Progress | 80 | Free |  | Optimized Model | 14 Days |  | TensorFlow;  Python;  NIH |
| 6 | Test Model | Data Collected | In Progress | 10 | Free |  | Fully Tested Model | 2 |  | TensorFlow;  Python;  NIH |
| 7 | Evaluate Model | Data Availability; Research Articles | In Progress | 20 | Free |  | Model with real life evaluation | 4 Days |  | TensorFlow;  Python |
| 8 | Develop Dashboard | Research articles; Model performance; Libraries available | Finished | 8 | Free |  |  | 1 Day | 5 Hours | Python; Dash library |

Project Success Measures

The metrics used to measure project success will be based on the model’s ability to label the medical images as either malignant or benign. The loss, accuracy, recall, and precision metrics will be used to compare with how well the model performs in the diagnosis aspect of this project. Other metrics, such as AUC will be used to visually explain the performance of the machine learning model.

|  |
| --- |
| Project Completion Criteria |
| 1. Accuracy matches the range provided within articles containing similar models (60%-90%) |
| 2. Accuracy of the model is equivalent or higher than the yearly correct diagnosis rate (95%) |
| 3. false positive rate of the model is minimal (5%-10%) |

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Assumptions and Constraints | | | | | |
| ID | Description | Comments | Type | Status | Date Entered |
| 1 | The data sets from multiple hospitals are not significantly different from each other in terms of imaging modality | There are some parameters used to take MRI images and even different devices to take images of the tumors which may impact the model’s ability to classify tumors. There are also changes in resolutions related to the image which may also impact the model efficiency, these are assumed to have minimal impact. | Assumption |  | 6/11/2022 |
| 2 | The data sets will stem from at most 20 different hospitals |  | Constraint |  | 6/22/2022 |
| 3 | The images will be taken using at most three (3) imaging modalities (MRI, Computed Tomography, SPECT) | The three main imaging modalities used are Magnetic Resonance (MRI), X-rays (Computed Tomography), and Nuclear Medicine (SPECT) | Constraint |  | 6/22/2022 |
| 4 | All available header file data pertaining to the patient correlates with the malignancy of the tumor | Most of the information gathered regarding the patient pertains to risk factors of cancer. | Assumption |  | 11/5/2022 |

Project High-Level Solution

**Introduction**

Current Cancer treatment has reached its limits. Cancer screening is very effective at discovering cancer in its early stages, yet the mortality rate has not significantly changed because of increased cancer screening (Devita et al., 2016). The efficiency of early screening regarding mortality is heavily dependent on the treatments available for the types of cancer (Devita et al., 2016). There are too many factors leading to cancer that can be observed in a typical lab environment. Tobacco alone has enough of an effect to be considered as the cause of cancers located in the bladder, cervix, colon, and rectum, esophagus, kidney larynx, leukemia, liver, lung, oral cavity, and pharynx, pancreas, and stomach (Devita et al., 2016). Although current cancer treatments are limited, catching cancer at its earliest stages yields high survival rates (Kulkarni et al., 2019).  These factors cause the survival rate of cancer to stagnate at very low percentages, as cancer is not caught on time, as more cancerous devices spread, such as the popularity of the e-cigarette, or vaping, so do the chances of developing cancer. The highest probability of survival occurs in the earlier stages (Devita et al., 2016), creating a need for AI to better identify cancer.

**Solution**

The project can be split into three sections, data gathering/mining, data validation/analysis, and AI modeling. The first step in the procedure is to gather imaging data as well as medical test results from multiple sources (such as Kaggle, IEEE, government websites, associate organizations) to create a valid dataset that can be leveraged to prove the potential in AI through testing and comparisons with raw data. Prelabelled or filled in data would be required to use comparative analysis and observe the efficiency of the machine learning model to identify or fill in for missing labels or values. Once the data is gathered, the next step is to properly validate the data. This would include removing outliers, finding importance in features, identifying independent and dependent features, and minimize the dataset to its most useful and functional version. Then, the machine learning model will be developed based on research articles and peer-reviewed journals and trained, its hyperparameters will also be optimized to develop the best model possible. This will require majority of the project time as the development of the model will require fine tuning and the most efficient model used may require a combination from multiple algorithms. Lastly, the model will be tested extensively on pre-labeled test data. Comparative analysis is done to see the efficiency of the model against pre-labeled data.

Project Controls

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| RISK MANAGEMENT | | | | |
| **Event Risk** | **Risk Probability**  **(high, medium, low)** | **Risk Impact** | **Risk Mitigation** | **Contingency Plan** |
| Data from different image modalities cause inaccuracy | medium | The model will inaccurately label medical images | adding hidden nodes to separate and classify images based on imaging modality. | Use only data sets using only one imaging modality. |
| Random noise | High | Minimal | Can be mitigated by filtering out noise | Remove data from the training set. |
| Overfitting | High | High | Add dropout layer(s) which will turn off the output of | Use smaller learning rate for the optimizer |
| Low Sample Size | Medium | Low | Include different data sets | Data augmentation techniques |

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| ISSUES LOG | | | | | | | | |
| **ID** | **Description** | **Project Impact** | **Action Plan/Resolution** | **Owner** | **Importance** | **Date Entered** | **Date to Review** | **Date Resolved** |
| 1 | Anonymized data limits model design | Will minimize the scope of the project to simple, and separate algorithms | Create separate models to evaluate different metrics or sets of data | Wilson Peguero Rosario | *High* | *6/22/2022* |  |  |
| 2 | Limitations of hardware equipment | Will extend the schedule past its targets. | Fine tune the training process to maximize model accuracy while minimize time spent training | Wilson Peguero Rosario | High | 6/22/2022 |  |  |

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| CHANGE CONTROL LOG | | | | | | | | | |
| **ID** | **Change Description** | **Priority** | **Originator** | **Date Entered** | **Date Assigned** | **Evaluator** | **Status** | **Date of Decision** | **Included in Rev. #** |
| 1 |  |  |  |  |  |  |  |  |  |
| 2 |  |  |  |  |  |  |  |  |  |

|  |  |  |  |
| --- | --- | --- | --- |
| ROLES AND RESPONSIBILITIES | | | |
| Name | Team | Project Role | Responsibility |
| Radiologist | N/A | Input on GUI | To comment and provide feedback on the model and its results. |
| Data Analyst | N/A | Analyze data | Review the feedback on the models and retrain based on comments |
| Data Engineer | N/A | Maintain Pipelines | Make improvements based on the comments that Data Analyst sends their way in regards to the data. |

Project Cost and Schedule

There will be no project cost as this project can be achieved using already purchased computer hardware. The kind of hardware that one possesses will only impact the time the model takes to be trained and fine-tuned.

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Work Breakdown Structure | | | | | | | | | | |
| ID | Task | Dependencies | Status | Effort Hours | Cost | Start Date | Planned Completion | Estimate to Completion | Actual Completion | Resource |
| 1 | Collect Data | Data availability | Complete | 40 | Free | 9/30/2022 | Fully Labeled Data Set | 7 Days | 14 Days | Kaggle; UCI Machine Learning Repository; GitHub |
| 2 | Design Model | Libraries available;  Programming languages;  Data type;  Research articles | Complete | 100 | Free | 10/15/2022 | Completed Model Design | 15 Days | 30 Hours | TensorFlow;  Python;  NIH; |
| 3 | Training & optimize hyperparameters | Libraries available;  Research Articles; Model Design | Complete | 80 | Free | 11/01/2022 | Optimized Model | 14 Days | 2 Days | TensorFlow;  Python;  NIH |
| 4 | Design Dashboard | Libraries available | Complete | 10 | Free | 10/25/2022 | Dashboard | 1 Day | 5 Hours | Python; Dash; Plotly |
| 5 | Evaluate Model | Data Availability; Research Articles | In Progress | 20 | Free | 11/5/2022 | Model with real life evaluation | 4 Days |  | TensorFlow;  Python |
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